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Recent discussion (e.g. Saito, 1999; Johnson, 2009; Gorman & Johnson, 2013; cf. Paolillo, 

2002; Baayen, 2008) of the optimal techniques for analyzing quantitative data in sociolinguistics 

have resulted in a call for an expansion in the use of existing statistical models. A prominent 

component of this debate is the premium attached by certain researchers to the use of speaker-as-

random effect models in the place of more traditional models based on Goldvarb analyses 

(Johnson, 2009; Draegar and Hay, 2012) in order to control for speaker variation claimed to be 

present in Goldvarb’s estimates of significance and effect size for social effects.  

For this study, we compare the differences in results produced by Goldvarb (Sankoff, 

Tagliamonate, and Smith, 2012) and those based on random effects model with intercepts for each 

speaker. Results from three widely studied linguistic variables are presented drawing on data from 

a mainstream urban variety of contemporary Canadian English: -ing variation (16 speakers, 800 

tokens), quotative use (19 speakers, 857 tokens) and relative variation (37 speakers, 1077 tokens).  

Each dataset differs in terms of the relative balance of the data in each, constituting an ideal test 

case for the efficacy of mixed-effects models. The –ing data set is balanced (50 tokens per speaker). 

The quotative data set is moderately unbalanced (with 6 speakers having less than 20 tokens).  The 

relative clause data set is the most unbalanced (18 speakers having less than 20 tokens).  Varying 

degrees of data imbalance explain the difference between the estimates produced by the two 

statistical models across the data sets. For the most balanced data (ing), the statistical models 

produce identical results for the social and linguistic effects in the selection of factor groups as 

statistically significant, the size of the effects and even the estimates of the factor weights 

themselves.  For the moderately unbalanced data (quotatives), both models select as statistically 

significant the same set of independent variables. In these data, however, there are differences in 

the magnitude of effect for some factor groups.  Finally, for the highly unbalanced data set 

(relatives), the two statistical models not only select a different set of significant factor groups for 

both the linguistic and social factor groups, but also reverse the direction of effect within one 

shared linguistic factor group. We conclude that the reversal for this linguistic effect, based on the 

linguistic literature and marginal distribution of the data itself, is in fact an error in the direction 

of effect for the mixed effects model. Moreover, it is known in other fields that use subjects as 

random effects that analyses with less than 30-50 tokens per speaker with at least 30-50 speakers 

vastly overestimate variance (Moineddin, Matheson and Glazier, 2007). 

The results of our comparative analysis drawing on different statistical models converge in 

demonstrating that sociolinguists should be cautious in applying mixed-effects models to highly 

unbalanced data.   
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